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GCS on convolutional feature maps preserves test accuracy and further improves predictions.
Spatially distinct areas predict temporally distinct points in time but are unified using GCS.

GCS improves neural predictions of monkey
electrophysiology and human fMRI.
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